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We propose a novel Convolutional Networks
Decomposition method that is capable of
factorizing an ordinary convolutional layer into
two layers with much fewer parameters. No
training or any data is needed.
Our Contributions:
1. Design an efficient way to decompose a

pre-trained model into a model with much
fewer parameters.

2. The new model maintains high accuracy
without any data and training process.

3. The proposed method can be applied to
any model with convolutional layers.

4. It works pretty well in the task of Image
Classification, Object Detection, and
Multi-person Pose Estimation, etc..

Introduction
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Proposed Solution

1. Test the computation time of decomposed models
on mobile devices.

2. Evaluate the performance of our proposed
method in other application fields, e.g., voice
recognition, language translation, etc..

3. Explore the possibility of adapting the proposed
method on other kinds of layers, e.g., 3D
convolutional layer.

4. Improve decomposition performance using
feature approximation.

Future Work
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Experimental Results

Decomposition Algorithm

Image Classification
ImageNet Top-5 Acc. (%)

VGG16 88.9

Parameters Spatial Decom. Ours

Save 40% 88.6 88.6
Save 50% 86.3 87.5
Save 60% 78.0 84.7
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